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Intel® DevCup x OpenVINO™ Toolkit 2 

評選重點 

概念組/注重創新構想 實作組/注重開發實作 

評審重點 • 概念創意性/Creativity (30%) 

• 商轉可⾏性/Market value 
(30%)  

• 市場發展性/Feasibility (20%) 

• 作品完整性/Completeness 
(20%) 

• ⽅案獨特性/Uniqueness 
(30%) 

• Market value (30%) 

• Feasibility (20%) 

• Completeness (20%) 
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實作組AI開發套件 
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2. Required Library & System 
Integration 

1. OS & OV Installation 

Object Detection Demo and Benchmark 
with YOLO v3 

1. Install OS 

2. Docker 
Pull 

3. Docker 
Run 

new model 

OpenCL 
19 

Python Dep. 
x 

Kernel 
5.4 Kernel 

5.6 Kernel 
5.8 GPU 
Driver 

working? OpenCL 
20 GPU 
Plugin 

working? 

Tensorflow 
1.x 

Tensorflow 
2.x 

Convert 
to IR ok? 

Python Dep. 
y 
Model 
Config1 

Model 
Config2 Accuracy 
Checker 

ok? 

Python Dep. 
x 

Python Dep. 
y 
Model 
Config1 

Model 
Config2 
POT to 
INT8 ok 

3. Performance 
Evaluation 
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Tiger Lake UP3 : 11th Gen Intel® Core™ 
Processors 
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Why Intel® Distribution of OpenVINO™ toolkit  
Fast, accurate real-world results with high-performance, deep learning inference 

Convert and optimize models, deploy across a mix Intel hardware and environments, on-premise and 
on-device, in the browser or in the cloud 
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Post-Training Optimization Tool 
Conversion technique that reduces model size into low-precision without re-training 

Model Optimizer 

Converts and optimizes 
trained model using a 
supported framework 

IR 

Full-Precision 
IR 

Post-training Optimization 
Tool 

Conversion technique to quantize 
models to low precision for high 

performance 

Accuracy 
Checker 

Inference 
Engine 

Trained Model 
Model trained using 

one of the 
supported 
framework 

IR 

Optimized IR 

Accuracy and 
performance check 

Environment 
(hardware) 
specifications 

Dataset and Annotation  

Statistics & 
JSON 

JSON 

Reduces model size while also 
improving latency, with little 
degradation in model accuracy and 
without model re-training. 

Different optimization approaches are 
supported: quantization algorithms, 
sparsity, etc. 

Use POT to Quantize yolo-v3-tf Public 
Model 
https://hackmd.io/
lKCVqs5xQ3WSFvl33wLnjQ Use POT to Quantize yolo-v4-tf Public 

Model 
https://hackmd.io/
mQHIp8vgTViF9Ao4mnI5rw 
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OpenVINO Use Cases 

Industrial Health and Life 
Science Retail 

Safety and 
Security Transportation 
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BMW Group: Quality Control on Every Employee 
PC 
BMW Group is banking on Intel® OpenVINO™ toolkit for AI-based quality control for every 
employee. 

 

https://www.intel.com/content/www/us/en/customer-spotlight/stories/bmw-group-openvino-customer-
story.html 
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實作組AI開發套件 AI in Production 
Success Stories 

MAKERPRO 
Edge AI MeetUp 

Object Detection 
Demo 

and Benchmark 


